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INTRODUCTION

Overview

Diving models address the coupled issues of gas uptake and elimination, bubbles, and pressure
changes in numerous computational frameworks. Application of a computational model to staging
divers is called a diving algorithm. The reduced gradient bubble model (RGBM) is a modern one,
treating the many facets of gas dynamics in tissue and blood consistently. Though the systematics
of gas exchange, nucleation, bubble growth or collapse, and decompression are so complicated that
theories only reflect pieces of the decompression sickness (DCS) puzzle, the risk and DCS statistics
of staging algorithms can be easily collected and analyzed. And the record of the RGBM, just over
the past 5 years or so, has been spectacular, especially so far as safe staging coupled to deep stops
with overall shorter decompression times. And the dynamics port naturally to low risk recreational
diving, with a major diver training agency, the National Association Of Underwater Instructors
(NAUTI), releasing sets of air and nitrox Tables for sea level to altitudes of 10,000 ft. Also, a massive
600 page set of RGBM Tables (nitrox, heliox, trimix, helitrox, and constant oxygen partial pressure)
is near completion and release for technical, mixed gas, extended range, and decompression diving,
again, from sea level to 10,000 ft elevation. The structure and record of the RGBM embrace both,
a truly modern model that is both useful and safe. Additionally the RGBM has been encoded in
Suunto, Mares, Dacor, Plexus, and Hydrospace decompression meters for air, nitrox, and mixed
gases, exhibiting a fine safety record over many 100,000s of dives. ABYSS, a software package for
divers, offers the RGBM as a major decompression management tool and staging protocol. An
RGBM Data Bank has also been eatablished for technical diving.

We discuss the RGBM model, its basis, applications, validity, and testing. The last two are
important. Models are one thing, even with all correct biophysics, and actual diving and testing are
something else.

Biofactors

Under compression-decompression (divers, aviators), the body experiences many physical and
biochemical changes, linked to differences between external pressures and internal dissolved and free
gas partial pressures. Differences in pressures (gradients) drive gas transfer, fuel bubble growth,
build supersaturation tissues in and blood, and spawn fluid flow. Gas exchange, bubble formation
and elimination, and effects on and in blood and tissues are governed by many factors, such as diffu-
sion, perfusion, phase separation and equilibration, nucleation and cavitation, local fluid shifts, and
combinations thereof. Owing to the complexity of biological systems, multiplicity of tissues and me-
dia, diversity of interfaces and boundary conditions, and plethora of bubble impacting physical and
chemical mechanisms, it is difficult to solve the decompression problem in vivo. Early decompression
studies adopted the supersaturation viewpoint. Closer looks at the physics of phase separation and
bubbles in the mid-1970s, and insights into gas transfer mechanisms, culminated in extended kinetics
and dissolved-free phase theories. Integration of both approaches can proceed on the numerical side
because calculational techniques can be made equivalent. Phase and bubble models are more general
than supersaturation models, incorporating their predictive capabilities as subsets. Statistical mod-
els, developed mostly in the mid-1980s, are gray from mechanistic viewpoint, but offer correlations
with actual experiments and exposures, possibly the best approach to table fabrication.



Computational models gain efficacy by their ability to track data, often independently of physical
interpretation. In that sense, the bottom line for computational models is utility, operational reliabil-
ity, and reproducibility. Correct models can achieve such ends, but almost any model with sufficient
parameter latitude could achieve those same ends. It is fair to say that deterministic models admit
varying degrees of computational license, that model parameters may not correlate as complete set
with the real world, and that not all mechanisms are addressed optimally. That is, perhaps, one
reason why we see representative diving sectors, such as sport, military, commercial, and research,
employing different tables, meters, models, and algorithms Yet, given this situation, phase models
attempting to treat both free and dissolved gas exchange, bubbles and gas nuclei, and free phase
trigger points appear preferable to other flags. Phase models have the right physical signatures, and
thus the potential to extrapolate reasonably when confronting new applications and data. So con-
sider next, the reduced gradient bubble model (RGBM), one very popular and successsful dual phase
diving model, both fundamental physical bases and wideband diving applications. in the future.

COMPUTATIONAL SYNTHESIS

The RGBM grew from needs of technical divers to more efficiently stage ascents consistent with
coarse grain dissolved gas and bubble dynamics, and not just dissolved gas (Haldane) constraints.
And the depth, diversity, mix variation, and self consistency of RGBM diving applicability has
satisfied that need. And safely.

The RGBM has gained tremendous popularity in the recreational and technical diving worlds in
just the past 2 - 3 years, due to meter implementations, Internet software packages, specialized Table
releases, technical word of mouth, NAUI training testing and adoption, Internet traffic, chamber tests,
and, most of all, actual technical and recreational RGBM diving and validation. And the technical
reasons are fairly clear.

RGBM Implementations

Present notions of nucleations and bubbles suggest that decompression phase separation is ran-
dom, yet highly probable, in body tissue. Once established, a gaseous phase will further grow by
acquiring gas from adjacent saturated tissue, according to the strength of the free-dissolved gradi-
ent. Although exchange mechanisms are better understood, nucleation and stabilization mechanisms
remain less so, and calculationally elusive. But even with a paucity of knowledge, many feel that
existing practices and recent studies on bubbles and nuclei shed considerable light on growth and
elimination processes, and time scales. Their consistency with underlying physical principles suggest
directions for table and meter modeling, beyond parameter fitting and extrapolation techniques. Re-
covering dissolved gas algorithms for short exposure times, phase models link to bubble mechanics
and critical volume trigger points. The RGBM incorporates all of the above in all implementations,
and additionally supports the efficacy of recently suggested safe diving practices, by simple virtue of
its dual phase mechanics:

1. reduced nonstop time limits;
2. safety stops (or shallow swimming ascents) in the 10-20 fsw zone;

ascent rates not exceeding 30 fsw/min;
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restricted repetitive exposures, particularly beyond 100 fsw,
5. restricted reverse profile and deep spike diving;

6. restricted multiday activity;



7. smooth coalescence of bounce and saturation limit points;
8. consistent diving protocols for altitude;

9. deep stops for decompression, extended range, and mixed gas diving with overall shorter de-
compression times, particularly for the shallow zone;

10. use of helium rich mixtures for technical diving, with shallower isobaric switches to nitrox than
suggested by Haldane stategies;

11. use of pure oxygen in the shallow zone to eliminate both dissolved and bubble inert gases.

Bubble models tend to be consistent with the utilitarian measures detailed above, and have the
right signatures for diving applications across the full spectrum of actvities. Or, said another way,
bubble models are more powerful, more correct, and more inclusive. In terms of RGBM implemen-
tations, the mechanistics of dissolved gas buildup and elimination, inert gas diffusion across bubble
interfaces, bubble excitation and elimination persistence time scales of minutes to hours from tissue
friction, lipid and aqueous surfactant material properties, and Boyle expansion and contraction under
ambient pressure change, are sufficient to address all of the above considerations.

So Mares, Dacor, Plexus, Suunto, HydroSpace, and Abysmal Diving developed and released
products (or are developing and releasing products) incorporating one such validated phase algorithm,
the Reduced Gradient Bubble Model (RGBM), for diving. An iterative approach to staging diver
ascents, the RGBM employs separated phase volumes as limit points, instead of the usual Haldane
(maximum) critical tensions across tissue compartments. The model is tested and inclusive (altitude,
repetitive, mixed gas, decompression, saturation, nonstop exposures), treating both dissolved and free
gas phase buildup and elimination. NAUI Technical Diving employs the RGBM to schedule nonstop
and decompression training protocols on trimix, helitrox, air, and nitrox, and will be releasing an
exhaustive set of RGBM tables for those mixes shortly (some 500 pages of Tables). Included are
constant oxygen partial pressure Tables for rebreathers. Mares, Dacor, and Plexus are also developing
RGBM meters.

Suunto VYTEC/VYPER/COBRA/STINGER are RGBM meters for recreational diving (plus
nitrox), while ABYSS/RGBM is a licensed Abysmal Diving software product. The HydroSpace
EXPLORER is a mixed gas decompression meter for technical and recreational diving, as is the
ABYSS/RGBM software vehicle. All are first-time-ever commercial products with realistic imple-
mentation of a diving phase algorithm across a wide spectrum of exposure extremes. And all ac-
commodate user knobs for aggressive to conservative diving. Expect RGBM algorithms to surface in
other meters and software packages on the Internet. NAUI Worldwide just released a set of RGBM
no-group, no-calc, no-fuss recreational Tables for air and nitrox, sea level to 10,000 feet elevation.

The Countermeasures Dive Team at LANL employs the RGBM (last 8 years). Military, commer-
cial, and scientific sectors are using and further testing the RGBM. And scores of technical divers
are reporting their RGBM profiles over the Internet and in technical diving publications. There are
presently other major RGBM implementation projects in the works for meters and software packages.

The RGBM extends earlier work of the Tiny Bubble Group at the University of Hawaii, updating
missing physics and extending their varying permeability model (VPM) to multidiving, altitude, and
mixed gas applications. While certainly fundamental, the RGBM is also different and new on the
diving scene. And not unexpectedly, the RGBM recovers the Haldane approach to decompression
modeling in the limit of relatively safe (tolerably little) separated phase, with tolerably little a
qualitative statement here. There is quite a bit more and different about the RGBM than other and
related phase models. Differences focalize, in a word or two, on source generation mechanisms and
persistence time scales for bubbles and seeds, bubble structural mechanics and materials, consistent
treatment of all bubble expansion and contraction venues, and real world testing.



RGBM Underpinnings

Here, intent is to just look at the underpinnings of table, meter, and diveware implementations of
the RGBM algorithm, one with extended range of applicability based on simple dual phase principles.
Haldane approaches have dominated decompression algorithms for a very long time, and the RGBM
has been long in coming on the commercial scene. With technical diving interest in deep stop
modeling, helium, and concerns with repetitive diving in the recreational and technical community,
phase modeling is timely and pertinent.

The establishment and evolution of gas phases involves overlapping steps:

1. nucleation and stabilization (free phase inception);
2. supersaturation (dissolved gas buildup);

3. excitation and growth (free-dissolved phase interaction);
4. coalescence (bubble aggregation);

5. deformation and occlusion (tissue damage and ischemia).

The computational issues of bubble dynamics (formation, growth, and elimination) are mostly
outside Haldane framework, but get folded into halftime specifications in a nontractable mode. The
very slow tissue compartments (halftimes large, or diffusivities small) might be tracking both free
and dissolved gas exchange in poorly perfused regions. Free and dissolved phases, however, do not
behave the same way under decompression. Care must be exercised in applying model equations to
each component. In the presence of increasing proportions of free phases, dissolved gas equations
cannot track either species accurately. Computational algorithms tracking both dissolved and free
phases offer broader perspectives and expeditious alternatives, but with some changes from classi-
cal schemes. Free and dissolved gas dynamics differ. The driving force (gradient) for free phase
elimination increases with depth, directly opposite to the dissolved phase elimination gradient which
decreases with depth. Then, changes in operational procedures become necessary for optimality.
Considerations of excitation and growth invariably require deeper staging procedures than supersat-
uration methods. Not as dramatic, similar constraints remain operative in multiexposures.

Other issues concerning time sequencing of symptoms impact computational algorithms. That
bubble formation is a predisposing condition for decompression sickness is universally accepted.
However, formation mechanisms and their ultimate physiological effect are two related, yet distinct,
issues. On this point, most hypotheses makes little distinction between bubble formation and the
onset of bends symptoms. Yet we know that silent bubbles have been detected in subjects not
suffering from decompression sickness. So it would thus appear that bubble formation, per se, and
bends symptoms do not map onto each other in a one-to-one manner. Other factors are truly
operative, such as the amount of gas dumped from solution, the size of nucleation sites receiving the
gas, permissible bubble growth rates, deformation of surrounding tissue medium, and coalescence
mechanisms for small bubbles into large aggregates, to name a few. These issues are the pervue of
bubble theories, but the complexity of mechanisms addressed does not lend itself easily to table, nor
even meter, implementation. But implement and improve we must, so consider the RGBM issues
and tacks taken in the Suunto, Mares, Dacor, Hydrospace, and ABYSS implementations:

Inert And Metabolic Gas Transport

Perfusion and diffusion are two mechanisms by which inert and metabolic gases exchange between
tissue and blood. Perfusion denotes the blood flow rate in simplest terms, while diffusion refers to the
gas penetration rate in tissue, or across tissue-blood boundaries. Each mechanism has a characteristic
rate constant for the process. The smallest rate constant limits the gas exchange process. When
diffusion rate constants are smaller than perfusion rate constants, diffusion dominates the tissue-
blood gas exchange process, and vice-versa. In the body, both processes play a role in real exchange



process, especially considering the diversity of tissues and their geometries. The tissue halftimes are
the inverses of perfusion rates, while the diffusivity of water scores the diffusion rate.

Inert gas transfer and coupled bubble growth are influenced by metabolic oxygen consumption.
Consumption of oxygen and production of carbon dioxide drops the tissue oxygen tension below its
level in the lungs, while carbon dioxide tension rises only slightly because carbon dioxide is 25 times
more soluble than oxygen.

Arterial and venous blood, and tissue, are clearly unsaturated with respect to dry air at 1 atm.
Water vapor content is constant, and carbon dioxide variations are slight, though sufficient to es-
tablish an outgradient between tissue and blood. Oxygen tensions in tissue and blood are consider-
ably below lung oxygen partial pressure, establishing the necessary ingradient for oxygenation and
metabolism. Experiments also suggest that the degree of unsaturation increases linearily with pres-
sure for constant composition breathing mixture, and decreases linearily with mole fraction of inert
gas in the inspired mix.

Since tissues are unsaturated with respect to ambient pressure, one might exploit this window in
bringing divers to the surface. By scheduling the ascent strategically, so that nitrogen (or any other
inert breathing gas) supersaturation just takes up this unsaturation, total tissue tension can be kept
at ambient pressure, an approach called the zero supersaturation ascent.

The RGBM treats coupled perfusion-diffusion transport as a two step flow process, with blood flow
(perfusion) serving as a boundary condition for tissue gas penetration (diffusion). Depending on time
scales and rate coefficients, one or another (or both) processes dominate the exchange. However, for
the Suunto, Mares, Dacor, Hydrospace, Plexus, and ABYSS implementations, perfusion is assumed
to dominate, simplifying matters and permitting online calculations. Additionally, tissues and blood
are naturally undersaturated with respect to ambient pressure at equilibration through the mechanism
of biological inherent unsaturation (oxygen window), and the RGBM includes this debt in calculations.
Independent of perfusion or diffusion dominated gas transport, the RGBM tracks bubble excitation
and number, inert gas transfer across the surfactant skin, and Boyle-like expansion and contraction
of bubbles with ambient pressure changes.

Bubbles

We do not really know where bubbles form nor lodge, their migration patterns, their birth and
dissolution mechanisms, nor the exact chain of physico-chemical insults resulting in decompression
sickness. Many possibilities exist, differing in the nature of the insult, the location, and the manifes-
tation of symptoms. Bubbles might form directly (de novo) in supersaturated sites upon decompres-
sion, or possibly grow from preformed, existing seed nuclei excited by compression-decompression.
Leaving their birth sites, bubbles may move to critical sites elsewhere. Or stuck at their birth sites,
bubbles may grow locally to pain-provoking size. They might dissolve locally by gaseous diffusion
to surrounding tissue or blood, or passing through screening filters, such as the lung complex, they
might be broken down into smaller aggregates, or eliminated completely. Whatever the bubble his-
tory, it presently escapes complete elucidation. But whatever the process, the end result is very
simple, both separated and dissolved gas must be treated in the transfer process.

Bubbles may hypothetically form in the blood (intravascular) or outside the blood (extravas-
cular). Once formed, intravascularly or extravascularly, a number of critical insults are possible.
Intravascular bubbles may stop in closed circulatory vessels and induce ischemia, blood sludging,
chemistry degradations, or mechanical nerve deformation. Circulating gas emboli may occlude the
arterial flow, clog the pulmonary filters, or leave the circulation to lodge in tissue sites as extravasu-
lar bubbles. Extravascular bubbles may remain locally in tissue sites, assimilating gas by diffusion
from adjacent supersaturated tissue and growing until a nerve ending is deformed beyond its pain
threshold. Or, extravascular bubbles might enter the arterial or venous flows, at which point they
become intravascular bubbles.

To satisfy thermodynamic laws, bubbles assume spherical shapes in the absence of external or
mechanical (distortion) pressures. Bubbles entrain free gases because of a thin film, exerting surface



tension pressure on the gas. Hydrostatic pressure balance requires that the pressure inside the bubble
exceed ambient pressure by the amount of surface tension, 7. At small radii, surface tension pressure
is greatest, and at large radii, surface tension pressure is least.

Gases will also diffuse into or out of a bubble according to differences in gas partial pressures
inside and outside the bubble, whether in free or dissolved phases outside the bubble. In the former
case, the gradient is termed free-free, while in the latter case, the gradient is termed free-dissolved.
Unless the surface tension is identically zero, there is always a gradient tending to force gas out of the
bubble, thus making the bubble collapse on itself because of surface tension pressure. If surrounding
external pressures on bubbles change in time, however, bubbles may grow or contract.

Bubbles grow or contract according to the strength of the free-free or free-dissolved gradient, and
it is the latter case which concerns divers under decompression. The radial rate at which bubbles
grow or contract depends directly on the diffusivity and solubility, and inversely on the bubble radius.
A critical (excitation) radius, €, separates growing from contracting bubbles. Bubbles with radius
r > € will grow, while bubbles with radius r < e will contract. Limiting bubble growth and adverse
impact upon nerves and circulation are issues when decompressing divers and aviators.

Bubbles grow or contract by gaseous diffusion across the thin film interface, due to dissolved gas
gradients. Bubbles also expand or contract upon pressure changes according to Boyle-like equations
of state (EOS), with the expansion or contraction rate a function of the material composition of of
the surfactants coating the inside of the bubble. Material behavior can vary from thin elastic films
to almost solid shell beebees, depending on coefficients and pressure regimes of EOS.

The RGBM assumes that a size distribution of seeds (potential bubbles) is always present, and
that a certain number is excited into growth by compression-decompression. An iterative process
for ascent staging is employed to control the inflation rate of these growing bubbles so that their
collective volume never exceeds a phase volume limit point. Gas miztures of helium, nitrogen, and
oxygen contain bubble distributions of different sizes, but possess the same phase volume limit point.
Distributions have lifetimes of minutes to many hours, impacting repetitive, reverse profile, multiday,
altitude, and gas mizes on varying time scales. Colloidal particles are not the stabilizing material
inside seeds and bubbles.

Temperature

Bubbles are affected by temperature much like gases, but only coupled through skin EOS of
the material surrounding the gases inside the bubbles. Broadly speaking, bubbles will expand with
temperature increases, and contract with temperature decreases, all subject to skin behavior, and
material properties of same.

The effects of temperature over nominal water temperatures and diving activities are small,
especially since body core temperatures and those of surrounding tissues and blood vary little under
changes in outside temperature. Some data support higher DCS incidence rates for divers undergoing
both warm-to-cold and cold-to-warm temperature switches following diving. But more reliable data
support higher DCI incidence in warm environment versus colder ones. Naval Special Warfare
suggests that underwater operations in temperature zones above 90 F'° pose higher risks to SEALs.
Divers salvaging TWA 200 in hot suits exhibited a higher proportion of DCS than those in wetsuits.
Back in the early 50s, USN studies suggested that divers in colder waters (45 C°) had lower DCS
incidence rates than divers in warmer waters (73 C°).

Still, cold divers are expected to eliminate inert gases slower than warm divers, and so risk of
DCS might increase in divers who are cold following exposure. Doppler studies by Dunford and
Hayward in the early 80s confirm the presence of more VGE in warm divers versus cold divers. Of
course, if DCS correlates with Doppler score, these warm divers should be at higher risk. And they
were not.

The RGBM treats temperature explicitly in skin EOS and staging regimens. Warmer temperatures
promote larger bubbles and bubble seeds. Colder temperatures, however, in warm-to-cold temperature
switches also provide a fracture mechanism for skins through the EOS. The fracture mechanics suggest



a means to bubble depletion in the model.

Bubble Seeds

Bubbles, which are unstable, are thought to grow from micron size, gas nuclei which resist col-
lapse due to elastic skins of surface activated molecules (surfactants), or possibly reduction in surface
tension at tissue interfaces or crevices. If families of these micronuclei persist, they vary in size and
surfactant content. Large pressures (not really known) are necessary to crush them. Micronuclei are
small enough to pass through the pulmonary filters, yet dense enough not to float to the surfaces
of their environments, with which they are in both hydrostatic (pressure) and diffusion (gas flow)
equilibrium. When nuclei are stabilized, and not activated to growth or contraction by external
pressure changes, the skin (surfactant) tension offsets both the Laplacian (film) tension and any
mechanical help from surrounding tissue. Then all pressures and gas tensions are equal. However,
on decompression, the seed pockets are surrounded by dissolved gases at high tension and can sub-
sequently grow (bubbles) as surrounding gas diffuses into them. The rate at which bubbles grow, or
contract, depends directly on the difference between tissue tension and local ambient pressure, effec-
tively the bubble pressure gradient. At some point in time, a critical volume of bubbles, or separated
gas, is established and bends symptoms become statistically more probable. On compression, the
micronuclei are crunched down to smaller sizes across families, apparently stabilizing at new reduced
size. Bubbles are also crunched by increasing pressure because of Boyle’s law, and then additionally
shrink if gas diffuses out of them. As bubbles get smaller and smaller, they probably restabilize as
micronuclei.

The RGBM postulates bubble seeds with lipid or aqueous surfactants. Bubble skins are assumed
permeable under all anbient pressure, unlike the VPM. The size of seeds excited into growth is in-
versely proportional to the supersaturation gradient. RGBM excitation radii, €, start in the 0.01
um range, far smaller than other dual phase models, because the RGBM tracks Boyle expansion and
bubble gas diffusion across the tissue seed interface (across the surfactant). At increasing pressure,
bubble seeds permit gas diffusion at a slower rate. The RGBM assumes bubble skins are stabilized
by surfactants over calculable time scales, producing seeds that are variably persistent in the body.
Bubble skins are probably molecularly activated, complex, biosubstances found throughout the body.
Whatever the formation process, the RGBM assumes the size distribution is exponentially decreasing
in size, that is, more smaller seeds than larger seeds in exponential proportions. Skin response of
the bubbles to pressure change is dictated by a material equation-of-state (EOS), again unlike others.
As stated, the RGBM diffuses gas from tissues to bubbles (and vice-versa) using a transfer equations
across the film interface. This requires a mass transfer coefficient dependent on the gas solubility
and diffusivity. The source of bubbles and seeds is probably tribonucleation due to muscle and tissue
interfriction, and persistence time scales range from minutes to many hours, according the Powell.

Slow Tissue Compartments

Based on concerns in multiday and heavy repetitive diving, with the hope of controlling staircasing
gas buildup in exposures through critical tensions, slow tissue compartments (halftimes greater than
80 minutes) have been incorporated into some algorithms. Calculations, however, show that virtually
impossible exposures are required of the diver before critical tensions are even approached, literally
tens of hours of near continuous activity. As noted in many calculations, slow compartment cannot
really control multidiving through critical tensions, unless critical tensions are reduced to absurd
levels, inconsistent with nonstop time limits for shallow exposures. That is a model limitation, not
necessarily a physical reality. The physical reality is that bubbles in slow tissues are eliminated
over time scales of days, and the model limitation is that the arbitrary parameter space does not
accommodate such phenomena.

And that is no surprise either, when one considers that dissolved gas models are not suppose
to track bubbles and free phases. Repetitive exposures do provide fresh dissolved gas for excited
nuclei and growing free phases, but it is not the dissolved gas which is the problem just by itself.
When bubble growth is considered, the slow compartments appear very important, because, therein,



growing free phases are mostly left undisturbed insofar as surrounding tissue tensions are concerned.
Bubbles grow more gradually in slow compartments because the gradient there is typically small,
yet grow over longer time scales. When coupled to free phase dynamics, slow compartments are
necessary in multidiving calculations.

The RGBM incorporates a spectrum of tissue compartments, ranging from 1 min to 480 min,
depending on gas mizture (helium, nitrogen, oxygen). Phase separation and bubble growth in slower
compartments is a central focus in calculations over long time scales, and the same for fast tissue
tissue compratments over short time scales, that is, scales over 2 or 8 times the compartment halftime.

Venous Gas Emboli

While the numbers of venous gas emboli detected with ultrasound Doppler techniques can be
correlated with nonstop limits, and the limits then used to fine tune the critical tension matrix
for select exposure ranges, fundamental issues are not necessarily resolved by venous gas emboli
measurements. First of all, venous gas emboli are probably not the direct cause of bends per se,
unless they block the pulmonary circulation, or pass through the pulmonary traps and enter the
arterial system to lodge in critical sites. Intravascular bubbles might first form at extravascular sites.
According to studies, electron micrographs have highlighted bubbles breaking into capillary walls
from adjacent lipid tissue beds in mice. Fatty tissue, draining the veins and possessing few nerve
endings, is thought to be an extravascular site of venous gas emboli. Similarly, since blood constitutes
no more than 8% of the total body capacity for dissolved gas, the bulk of circulating blood does not
account for the amount of gas detected as venous gas emboli. Secondly, what has not been established
is the link between venous gas emboli, possible micronuclei, and bubbles in critical tissues. Any such
correlations of venous gas emboli with tissue micronuclei would unquestionably require considerable
first-hand knowledge of nuclei size distributions, sites, and tissue thermodynamic properties. While
some believe that venous gas emboli correlate with bubbles in extravascular sites, such as tendons
and ligaments, and that venous gas emboli measurements can be reliably applied to bounce diving,
the correlations with repetitive and saturation diving have not been made to work, nor important
correlations with more severe forms of decompression sickness, such as chokes and central nervous
system (CNS) hits.

Still, whatever the origin of venous gas emboli, procedures and protocols which reduce gas phases
in the venous circulation deserve attention, for that matter, anywhere else in the body. The moving
Doppler bubble may not be the bends bubble, but perhaps the difference may only be the present
site. The propensity of venous gas emboli may reflect the state of critical tissues where decompression
sickness does occur. Studies and tests based on Doppler detection of venous gas emboli are still the
only viable means of monitoring free phases in the body.

The RGBM uses nonstop time limits tuned to recent Doppler measurements, conservatively re-
ducing them along the lines originally sugested by Spencer (and others), but within the phase volume
constraint. The Mares, Dacor, and Suunto implementations penalize ascent violations by requiring
additional safety stop time dictated by risk analysis of the violation. All RGBM implementations
supply user knobs for aggressive to conservative diving modifications, thru EOS in the full versions
and M -values in the Haldane folded algorithms. Doppler scores over surface intervals are employed
to calibrate RGBM bubble factors, both short and long intervals.

Multidiving

Concerns with multidiving can be addressed through variable critical gradients, then tissue ten-
sions in Haldane models. While variable gradients or tensions are difficult to codify in table frame-
works, they are easy to implement in digital meters. Reductions in critical parameters also result
from the phase volume constraint, a constraint employing the separated volume of gas in tissue as
trigger point for the bends, not dissolved gas buildup alone in tissue compartments. In the VPM
the phase volume is proportional to the product of the dissolved-free gas gradient times a bubble
number representing the number of gas nuclei excited into growth by the compression-decompression,
replacing just slow tissue compartments in controlling multidiving. In the RGBM, the phase volume



depends on the number of seeds excited and the Boyle and gas diffusion expansion-contraction of
the seeds excited into growth.

In considering bubbles and free-dissolved gradients within critical phase hypotheses, repetitive
criteria develop which require reductions in Haldane critical tensions or dissolved-free gas gradients.
This reduction simply arises from lessened degree of bubble elimination over repetitive intervals,
compared to long bounce intervals, and need to reduce bubble inflation rate through smaller driving
gradients. Deep repetitive and spike exposures feel the greatest effects of gradient reduction, but
shallower multiday activities are impacted. Bounce diving enjoys long surface intervals to eliminate
bubbles while repetitive diving must contend with shorter intervals, and hypothetically reduced time
for bubble elimination. Theoretically, a reduction in the bubble inflation driving term, namely,
the tissue gradient or tension, holds the inflation rate down. Overall, concern is bubble excess
driven by dissolved gas. And then both bubbles and dissolved gas are important. In such an
approach, multidiving exposures experience reduced permissible tensions through lessened free phase
elimination over time spans of two days. Parameters are consistent with bubble experiments, and
both slow and fast tissue compartments must be considered.

The RGBM reduces the phase volume limit in multidiving by considering free phase elimination
and buildup during surface intervals, depending on altitude, time, and depth of previous profiles,
Repetitive, multiday, and reverse profile exposures are tracked and impacted by critical phase volume
reductions over appropriate time scales.

Adaptation

Divers and caisson workers have long contended that tolerance to decompression sickness increases
with daily diving, and decreases after a few weeks layoff, that in large groups of compressed air
workers, new workers were at higher risk than those who were exposed to high pressure regularly.
This acclimatization might result from either increased body tolerance to bubbles (physiological
adaptation), or decreased number and volume of bubbles (physical adaptation). Test results are
totally consistent with physical adaptation.

Yet, there is slight inconsistency here. Statistics point to slightly higher bends incidence in
repetitive and multiday diving. Some hyperbaric specialists confirm the same, based on experience.
The situation is not clear, but the resolution plausibly links to the kinds of first dives made and
repetitive frequency in the sequence. If the first in a series of repetitive dives are kept short, deep,
and conservative with respect to nonstop time limits, initial excitation and growth are minimized.
Subsequent, dives would witness minimal levels of initial phases. If surface intervals are also long
enough to optimize both free and dissolved gas elimination, any nuclei excited into growth could be
efficiently eliminated outside repetitive exposures, with adapatation occurring over day intervals as
noted in experiments. But higher frequency, repetitive and multiday loading may not afford sufficient
surface intervals to eliminate free phases excited by earlier exposures, with additional nuclei then
possibly excited on top of existing phases. Physical adaptation seems less likely, and decompression
sickness more likely, in the latter case. Daily regimens of a single bounce dive with slightly increasing
exposure times are consistent with physical adaptation, and conservative practices. The regimens
also require deepest dives first. In short, acclimatization is as much a question of eliminating any
free phases formed as it is a question of crushing or reducing nuclei as potential bubbles in repetitive
exposures. And then time scales on the order of a day might limit the adapatation process.

The RGBM generates bubble seed distributions on time scales of minutes for fast tissues and
hours for slow tissues, adding new bubbles to existing bubbles in calculations. Phase volume limit
points are also reduced by the added effects of new bubbles. Repetitive and reverse profile diving are
impacted by bubble growth in the fast compartments, while flying after diving and multiday diving are
affected by bubble growth in the slow compartments.

Crucial to all modern decompression models is the concept of limiting separated phase, or phase
volume, as opposed to (just) limiting tensions in various arbitrary tissue compartments. This phase
volume depends on numbers of bubbles excited into growth, gas diffusion into the bubbles, and



Boyle expansion-contraction of the gas assembly under pressure changes. And that is the focus
of the mathematical reduced gradient bubble model, coming up after first detailing some material
dynamics pertinent to the RGBM.

MATERIAL DYNAMICS

Bubbles and seeds in the body probably contain countless biosubstances which defy material
representation, do not form and deform as simple gas bubbles, and possess variable persistence time
scales depending on position in the body, external and internal pressures, and surrounding blood
and tissue. However complex, we can still get a rough handle on their response by assigning some
coarse material properties.

Surface Tension

Discontinuities in types of materials and/or densities at surfaces and interfaces give rise to inter-
facial forces, called surface tension. Discontinuities in density produce cohesive gradients tending
to diminish density at the surface region. At the interfaces between immiscible materials, cohesive
forces produce surface tension, but adhesional forces between dissimilar materials tend to offset (de-
crease) the interfacial tension. Surface and interfacial tension are readily observed in fluids, but less
readily in solids. In solids, very little stretching of the surface region can occur if the solids are rigid.
Upon heating rigid solids to higher temperature, surface tension becomes a discernible effect.

Any two phases in equilibrium are separated by a surface of contact, the existence of which also
produces surface tension. The thin contact region is a transition layer, sometimes called the film
layer. Phases can be solid, liquid, or vapor, with surface tension in each case different. The actual
position, or displacement, of the phase boundary may alter the area of the phases on either side,
leading to pressure differences in the phases. The difference between phase pressures is known as the
surface, or film, pressure. The phase equilibration condition requires the temperatures and chemical
potentials (Gibbs free energy) of phases be equal, but certainly not the pressures.

A simple description of measurable surface tension, +, is linked to the magnitude of cohesive
forces in materials a and b, denoted, x, and Y, wanting to pull the surfaces together, and the
adhesional forces, a, and a3, wanting to draw the surfaces apart. The net surface tension, v, is the
sum of cohesive forces minus adhesive forces, that is,

Y=XatXo— Qg —Qp

Thermodynamically, surface tension contributes a differential work term, dw, to system balance
equations given in terms of surface contact area, dA,

dw =~ dA

Surface tension pressure, 7, is surface tension force per unit area, that is, in terms of work function,

w7
Ow
T=— |
ov ST
at constant entropy, S, and temperature, T'. Interfacial tension in liquids is measured by the pressure
difference across surfaces, again denoted a and b,

1 1
T=7|—+—
Ta Tp
given radii of curvature, r, and rp. For thin films, such as bubbles, r, &~ r, = r, and we see,

2y
Toub = ——
r

10



deduced by Young and Laplace almost two centuries past. For water, v = 50 dyne c¢m, while for
watery tissue, v = 18 dyne cm.

The surface of all solids and liquids adsorb foreign molecules from their surroundings. These
adsorbed molecules change most of the chemical and physical properties of the underlying substrate.
Adhesion, catalysis, corrosion, fracture, lubrication, and wear are affected by the topmost molecular
layers on a surface. Understanding these changes involves close study of films themselves, as de-
scribed. The forces of attraction that cause adsorption are relatively weak and are the long range
interactions existing between all atoms and molecules.

Surfactants

Water, gasoline, glycerin, and salad oil are clearly liquids. Pancake syrup, paster, eggwhite, silly
putty, paint, glue, and soap are also liquids, that is, they flow on the application of stress, but
border on classification otherwise. In mechanical response, the latter class differs from each other as
much as they differ from solids. And the response is variable in time. Syrup becomes sticky as it
dries. Dishwashing soap often dries into light flakes. Silly putty flows on tilt, but shatters on sudden
impact. Airplane glue is springy and rubbery.

Substances in the latter category are called structured fluids, owing their distinctive and unusual
properties to large polyatomic composites, many times the size of a water molecule. Fluids con-
taining polyatomic structures manifest a wide variety of mechanical response and self organization.
Body tissues and fluids host an uncountable variety of organic and inorganic matter, with many
biochemical substances falling into structured fluid category. Among the structured fluids, a class
of self assemblies, called surfactants, are very interesting, possessing properties which can stabilize
microbubbles in various stages of evolution by offsetting surface tension.

A surfactant is a structured fluid which is ambiphillic, incorporating parts that assume prefer-
ential orientations at water-oil (immisicible) interfaces. A surfactant molecule usually consists of a
bulky ion at one end, and a counter ion at the other. Isolated molecules cannot usually exist in one
media type, or the other, but instead orient themselves into micelles, configurations in which like
parts clump together, that is head in one substance and tail in the other. Micelles typically possess
diameters near 10~3 pum, and render the interfaces unlike anything measured in the components.
Lipid-aqueous tissue interfaces potentially present favorable environments for surfactants.

Under certain conditions, a surfactant can reduce interfacial surface tension, allowing the interface
to grow and wrap around itself. The result is a microbundle full of alternating surfaces and interfaces,
spherical in structure to minimize thermodynamic energy constraints. Many substances may be
bound up in the microbundle. If small gas nuclei, but typically much larger than a micelle, are in
contact with the interfaces, or surfactants directly, a spherical gas micronucleus-microemulsion can
develop, varying in size and surfactant content. The assembly is stable when the effective surface
tension is zero, when surfactant skin pressure just balances mechanical (Laplace) surface tension. If
the effective surface tension of the microbubble, «, is not zero, the collection will grow or contract until
stable, or disassemble. In the case of gas microemulsions, the surfactant is thought to coat the inside
boundary layer mostly, with free gas in the interior. The actual picture is probably more complex,
but such a picture can be drawn for computational simplicity. Surfactant stabilized micronuclei may
theoretically destabilize under compression-decompression processes in diving, perhaps spawning
bubble growth fueled by high gas tension in surrounding media. Microbubbles may remain at the
interfaces, but probably migrate. Sources of initial gas nuclei, surfactant composition, and tissue
sites await description.

Compressibility And Cubical Expansion
Under pressure and temperature changes, all matter undergoes expansion or compression. The
coefficient of volume change, x, under pressure change, at constant temperature, T, is called the

isothermal compressibility,
1 [0V
k=—— |==
V 0P|,
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and the coefficient of cubical expansion, 3, measures the volume change under temperature change,
at constant pressure,
1 [oV
3 [3
P

vV loT

and these quantities can certainly be measured experimentally for any material. The corresponding
thermal coefficient, {, measures change of pressure, P, with temperature, 7', at constant volume, V,
and is simply related to x and 8 through,

[Pl _ JoVv vyt B
= [oz), =[x, (58], =%

For solids and liquids, 3, k, and ¢ are very small, virtually constant over small ranges of tem-
perature and pressure. For gases, the situation is different. Ideal gases, from the equation of state,
simply have,

= 9=

b=7

so that compressibility and expansion coefficients depend inversely on pressure, P, and temperature,
T. The thermal coefficient is similarly given by,

Bubble Metrics

During rapid compression from initial ambient pressure, P;, to increased pressure, P, seeds and
micronuclei are subject to crushing compression which decreases radial size. This produces increased
tolerance to supersaturation in blood and tissues since smaller nuclei form macroscopic (unstable)
bubbles less readily than larger ones. The greater the crushing pressure, AP = P — P;, the greater
the supersaturation required to excite a given number of bubbles in the body. A given distribution
of nuclei in the body has, for each AP, a critical (excitation) radius, r;. Nuclei with radii less than
r; will not grow into bubbles, while nuclei with radii greater than r; will be excited into growth. Said
another way, all nuclei larger than r; for any compression-decompression schedule, AP, will evolve
into macroscopic bubbles while the rest will not. But just how excited micronuclei grow requires a
model for the behavior of effective surface tension under compression-decompression, as described
earlier. The model can be based on an equation-of-state (EOS), or tied to data fits of observed
bubble behavior in appropriate media. And the model does not necessarily depend upon the actual
number distribution of seeds as a function of size (radius), though an exponential distribution is
usually employed or inferred.

Certainly we do not know the exact physical properties of gas seeds and bubbles in the body, but
we can make some general comments based on known equation of state relationships. Phenomeno-
logical relationships fitted from laboratory experiments are also of interest.

Seed Material Response

Under changes in ambient pressure (and temperature), bubbles will grow or contract, both due to
dissolved gas diffusion and Boyle’s law. An ideal change under Boyle’s law is symbolically written.
Denoting initial and final pressures and volumes with subscripts, ¢ and f, we have,

PV; = PV}

with bubble volume,

V=—md
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for 7 the bubble radius. The above supposes totally flexible (almost ideal gas) bubble films or skins
on the inside, certainly not unrealistic for thin skin bubbles. Similarly, if the response to small
incremental pressure changes of the bubble skins is a smooth and slowly varying function, the above
is also true in low order. Obviously, the relationship reduces to,

P} = Pfri

for a ideal radial response to pressure change.
But for real structured, molecular membranes, capable of offsetting constrictive surface tension,
the response to Boyle’s law is modified, and can be cast in terms of Boyle modifiers, &,

&PV =& PV

with ¢ virial functions depending on P, V', and T. For thin and elastic bubble skins, £ = 1. For
all else, £ # 1. For gels studied in the laboratory, as an instance, surfactant stabilized micronuclei
do not behave like ideal gas seeds with thin elastic films. Instead under compression-decompression,
their behavior is always less than ideal. That is to say, volume changes under compression or
decompression are always less than computed by Boyle’s law, similar to the response of a wetsuit,
sponge, tissue bed, or lung membrane. The growth or contraction of seeds according to an EOS is
more complex than Boyle’s law. The virial expansions has for all P, T', V' and mole fractions, n, for
R the universal gas constant,

nT]"
1%

N
PV =nRT> a; [—
i=0
or, treating the virial expansion as a Boyle modifier, &,
EPV =nRT

across data points and regions. Symbolically, the radius, r, can be cast,

N i/3
nRT
r=3 5|
=0
or, again introducing Boyle modifiers, (,

nRT1Y?
o= [
for @ and S standard virial constants. Obviously, the virial modifiers, £ and ( are the inverses of the
virial sum expansions as power series. For small deviations from thin film bubble structures, both
are close to one.

Observationally, though, the parameterization can take a different tack. In gel experiments, the
EOS is replaced by two regions, the permeable (simple gas diffusion across the bubble interface) and
impermeable (rather restricted gas diffusion across the bubble interface). In the permeable region,
seeds act like thin film bubbles for gas transfer. In the impermeable region, seeds might be likened
to beebees. An EOS of course can recover this response in both limits.

Accordingly, just in gels, the corresponding change in critical radius, r, following compression,
(P — P;), in the permeable region, satisfies a relationship,

(P=P)=2(1—7) [1 _ l}

r r;
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with v, maximum compressional strength of the surfactant skin, v the surface tension, and r; the
critical radius at P;. When P exceeds the structure breakpoint, P., an equation for the impermeable
region must be used. For crushing pressure differential, P — P,, the gel model requires,

1 1 3
P—P =20y —7) [———} +P.+2P,+ P [’"7]

roore

where,
p.—p 117"
ro = {¥ n _}
2(ve =) ri
is the radius of the critical nucleus at the onset of impermeability, obtained by replacing P and r
with P, and r. above. The allowed tissue supersaturation, AlIl, is given by,

Y
Vel

All =2

(ve —7)

with, in the permeable region,
pP-p) 117!
r = {M + :|
2(76 - 7) ri
and, in the impermeable region,

for,
2(7. =)

Te

(=P -2P. +2P +

Thus, allowed supersaturation is a function of three parameters, ~y, 7., and r;. They can be fitted to
exposures and lab data. Boyle expansion or contraction needs be applied to the excited seeds. And,
additionally, gas diffuses into and out of bubbles under ambient pressure changes, so that material
property needs specification for gas transfer.

With material dynamics finished, we turn to phase volume limits, the controlling critical param-
eters for dual phase models and the RGBM.

CRITICAL PHASE VOLUME LIMIT

A complete approach to imposing phase volume limits, incorporating both gas diffusion across
tissue-bubble interfaces and Boyle expansion-contraction is used in the dual phase reduced gradient
bubble model.

Phase Exposure Integral )
The phase volume constraint equation is rewritten in terms of a phase function, ¢, varying in

time,
%dt < o
with, simplifying notation,
5= 22
ot
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for ® the separated phase, and 7 some (long) cutoff time. Specifically, for II total gas tension, V
bubble volume, D gas diffusivity, r bubble radius, n bubble number as a function of radius, « bubble
surface tension, P and T absolute pressure and temperature,

e
ot dif fusion ot Boyle ot excitation

[8—‘/} = 47rDS/ nr (H - P - 2—7> dr
ot dif fusion € r
v _/mn LTorPVy .
Ot | poyre e POt T

{8—‘/] = 2 <47T/ nr2dr>
ot excitation ot €

and all other quantities as denoted previously, and the bubble number integrand normalized,

/ ndr =1
0

The integrals over bubble radii sum up the collective phase of all seeds (larger than a critical radius
depending on material properties) excited into growth.

The temporal phase function, ¢, depends on number of bubbles, n, stimulated into growth by
compression-decompression, the supersaturation gradient, G, seed expansion-contraction by radial
diffusion, dr/dt, Boyle expansion-contraction, PV, under pressure changes, and temperature, T', in
general. The excitation radius, €, depends on the material properties, and is given for air (um),
following Adamson, Fischer, Frenkel, Harvey, and Hirschfelder,

for,

771/3 7712/3
e = 0.003929 + 0.001467 {ﬁ] +0.021183 {ﬁ]

with P given in fsw, and T measured in absolute K°, and with ranges for virial coefficients, aqueous
to lipid materials, varying by factors of 0.75 to 4.86 times the values listed above. Values of the
excitation radii, €, above range from 0.01 to 0.05 um for sea level down to 500 fsw. This is compared
to excitation radii in other models (varying permeability and tissue bubble diffusion models) which
vary in the 1 pum range. For instance, in gel experiments, the excitation radius, r, is fitted to the
form,

1
- =130+ AP
r 2y
with 2v a colloidal constant, suggested by data fits,
p1i/4 p1i/2 p13/4

for AP excitation pressure differential, and P final pressure. Radii in the gel expressions are 1 uym
and smaller. RGBM values for pure helium and nitrogen are recounted later. And the air expression
above represents a good RGBM fit to exposure data across lipid and aqueous representations.

Repetitive Exposures
The phase integral for multiexposures is written, for any number of J dives, or dive segments,

Jor. t .
Z[Qﬁ tdj+/ ¢dt] <®
j=1 0
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with the index j denoting each dive segment, up to a total of J, and ¢; the surface interval after the
jth segment. For the inequality to hold, that is, for the sum of all growth rate terms to total less
than ®, obviously each term must be less the ®. Assuming that t; — 0o, gives,

J—1
3y [gz; [ta, + A~ — A eap (—)\tj)]] b (ta, + A7) < &
j=1

Defining d)j,
Gj (ta; + A1) =& (ta; + A1) — A teawp (=Mt 1)
for j =2 to J, and, ) )
o1 =9
for j =1, it follows that S
> di (ta, + A7) <@
j=1

with the important property,

¢; < 9.
This implies we employ reduced phase functions extracted from bounce phase functions by writing,
bj =&
with §; a multidiving fraction requisitely satisfying,
0<¢g <1
so that, as needed, ) )
¢j < ¢.

The fractions, &, applied to ¢ always reduce them. As time and repetitive frequency increase, the
body’s ability to eliminate load bubbles and nuclei decreases, so that we restrict the permissible
bubble load in time by writing,

h(t54™) = NBe |1 — (=] _ 4 )\, feum

¢(]—1)_ 66 € —(ZS@I‘])( 7“]—1)
i—1

s = J t;

J-1 = ¢

i=1

with ¢5“7" cumulative dive time. A reduction factor, n;g , accounting for creation of new micronuclei

is taken to be the ratio of present load over initial load, written,

é(tj.‘i’{b)

n;? = = exp (—At5"7)

For reverse profile diving, the phase function is restricted by the ratio (minimum value) of the
bubble load on the present segment to the bubble load at the deepest point over segments. The
phase function reduction, n$*, is then written,

j max P max
g = @mar _ (P)

(0); (eP);
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with eP the product of the appropriate excitation radius and pressure. Because bubble elimination
periods are shortened over repetitive dives, compared to intervals for bounce dives, the phase function
reduction, n;p , is proportional to the difference between maximum and actual surface bubble growth
rate, that is,

nt =1- [1 - ¢7;m] exp (=Amtj—1)

with ¢;_; consecutive total dive time, A;' on the order of an hour, and ¢™" the smallest ¢.
Finally, for multidiving, the phase function reduction factor, £, is defined by the product of the
three n,

& =mj"nj"n;’ = ((%‘,m ll - (1 - ¢,;m> exp (—Amtjl)] exp (~A 450
J

with ¢;_; consecutive dive time, and 7" cumulative dive time, as noted. Since bubble numbers
increase with depth, reduction in permissible phase function is commensurate. Multiday diving is
mostly impacted by A,, while repetitive diving mostly by A,,.

RGBM MODEL IMPLEMENTATIONS

Two implementations exist. One is a Haldane folded algorithm using phase factors from the full
iterative model to limit repetitive, reverse profile, multiday activities, and flying after diving. The
folded version is found in many decometers on the market today. The full version is the basis of
released mixed gas technical tables and simplified no-group, no-calc recreational air and nitrox tables
up to 10,000 ft elevation. Meter implementations of the full RGBM are underway. Both modified
and iterative RGBM are offered to users of ABYSS diveware. A special version of the RGBM will
also be marketed over the Net to the diving user community (rgbm.org).

Iterative RGBM Implementation

As detailed, the full RGBM employs a phase volume constraint across the total dive profile.
The gel parameterization is replaced by flexible seed skins with appropriate EOS, permeable to gas
diffusion at all pressures and temperatures. Gas diffuses across the bubble interface, and the bubble
is subject to Boyle expansion-contraction. )

The phase volume constraint equation is rewritten in terms of a phase function, ¢, varying in

time,

%dt < o
with, as before,

. ol

"=
for ® the separated phase, and 7 some (long) cutoff time. More particularly, for II the total gas
tension,

b= {3_V] N {31} N [8_V]
ot dif fusion ot Boyle ot excitation

for,

[a—v} :47rDS/ nr (H—P—2—’y> dr
ot dif fusion € r

ov _/“n TOPVA .
O | poyie e Pot T
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{a—v] = 2 <47r/ nrzdr>
ot excitation ot €

with all quantities as denoted previously, and the bubble number integrand normalized,

o0
/ ndr =1
0

From experiments, we employ an exponential representation in seed radii,

n=p"" exp (~pr)

To track Boyle bubble expansion-contraction easily, a set of multipliers, £, is tabulated in Table
1 below. For changes in pressure, we have,

&PV =& PpVy

as before, with 7 and f denoting initial and final states. Multipliers represent a 50/50 lipid-aqueous
skin, following Sears, Adamson, and Epstein,

Table 1. RGBM Boyle Multipliers

depth  EOS multiplier

(fsw) ¢
30 0.610
90 0.732
150 0.859
210 0.939
270 1.032
330 1.119
390 1.169
450 1.183
510 1.203

The inherent unsaturation (oxygen window), v, takes the form (fsw),
v = fOZP - 2.04(1 - fo2) —5.47

with P ambient pressure, and fp, oxygen fraction. This window is assumed to take up inert gas
under compression-decompression.

To track gas transfer across bubble boundaries, we need the mass transport coefficients, DS, for
inert gases. Table 2 lists DS for the same 50/50 lipid-aqueous surface, using Frenkel, Bennett and
Elliot, Harvey, Hirschfelder, and Batchelor,
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Table 2. RGBM Mass Transfer Coefficients

Gas DS
(um?/sec fsw x 107°)
H, 72.5
He 18.4
Ne 10.1
Ny 56.9
Ar 40.7
O- 41.3

Notice that helium has a low mass transport coefficient, some 3 times smaller than nitrogen.

The phase function, ¢, depends on number of bubbles, n, stimulated into growth by compression-
decompression, the supersaturation gradient, G, seed expansion-contraction by radial diffusion,
Or/0t, Boyle expansion-contraction, PV, under pressure changes, and temperature, 7', in general.
The excitation radius, €, depends on the material properties, and is given for nitrogen (um),

1/3 2/3
en, = 0.007655 + 0.001654 [F} + 0.041602 {ﬁ]

and for helium,

1/3 2/3
€ge = 0.003114 + 0.015731 [F} + 0.025893 [F}

for T' measured in absolute K°, and P given in fsw, as before, with ranges for virial coefficients,
aqueous to lipid materials, varying by factors of 0.75 to 4.86 times the values listed above. Both
expression above represent fits to RGBM mixed gas data across lipid and aqueous bubble films,
and are different from other phase models. Values of excitation radii, €, above range from 0.01
to 0.05 um for sea level down to 500 fsw, compared to excitation radii in other models (varying
permeability and tissue bubble diffusion models) which vary in the 1 wm range. In the very large
pressure limit, excitation radii (like beebees) are in the 1/1,000 um range. Table 3 lists excitation
radii (air) according to the RGBM.

Table 3. Reduced Gradient Bubble Model Excitation Radii

pressure excitation radius pressure excitation radius

P (fsw) € (pm) P (fsw) € (um)
13 0.174 153 0.033
33 0.097 183 0.029
53 0.073 283 0.024
73 0.059 383 0.016
93 0.051 483 0.011
113 0.046 583 0.009

Two parameters, closing the set, are nominally (STP),
® = 840 pum?

B =0.6221 pm™"
with,

1/4 p1L/2
2y =447 [T} +24.3 [T} fsw pum

19



Folded RGBM Implementation

The following is specific to ZHL implementation of the RGBM across critical parameters and
nonstop time limits of the ZHL algorithm. Extensive computer fitting of profiles and recalibration of
parameters to maintain the RGBM within the ZHL limits is requisite here. ABYSS has implemented
this synthesis into Internet diveware. Deep stops, not not intrinsic in this limited, still basically
Haldane approach, can be inserted empirically as described earlier. And this model can be imbedded
in any M-value algorithm, or staging format.

Haldane approaches use a dissolved gas (tissue) transfer equation, and a set of critical parameters
to dictate diver staging through the gas transfer equation. In the Workman approach, the critical
parameters are called M-values, while in the Buhlmann formulation they are called a and b. They
are equivalent sets, slightly different in representation but not content. Consider air, nitrox, heliox,
and trimix in the ZHL formalism.

Air tissue tensions (nitrogen partial pressures), p, for ambient nitrogen partial pressure, p,, and
initial tissue tension, p;, evolve in time, ¢, in usual fashion in compartment, 7, according to,

P —Pa = (P —pa) exp (=At)

for,
0.693
A=
i

with 7 tissue halftime, and, for air,

pe =079 P
and with ambient pressure, P, given as a function of depth, d, in units of fsw,

P=nd+ P

Staging is controlled in the Buhlmann ZHL algorithm through sets of tissue parameters, a and
b, listed below in Table 4 for 14 tissues, 7, through the minimum permissible (tolerable) ambient
pressure, P,in, by,
Prin = (p - a')b

across all tissue compartments, 7, with the largest P,,;, limiting the allowable ambient pressure,
Ppin- Recall that, 1 bar = 1.013 atm, 1 atm = 33 fsw, as conversion metric between bar and
fsw in pressure calculations. Linear extrapolations are often used for different sets of halftimes and
critical parameters, a and b.

Table 4. Nitrogen ZHL Critical Parameters (a, b)

halftime critical intercept critical slope

7 (min) a (bar) b
5.0 1.198 0.542
10.0 0.939 0.687
20.0 0.731 0.793
40.0 0.496 0.868
65.0 0.425 0.882
90.0 0.395 0.900

120.0 0.372 0.912
150.0 0.350 0.922
180.0 0.334 0.929
220.0 0.318 0.939
280.0 0.295 0.944
350.0 0.272 0.953
450.0 0.255 0.958
635.0 0.236 0.966

20



In terms of critical tensions, M, according to the USN, the relationship linking the two sets,

M:§+a:AMP+Mg

so that,
1
AM = -
b
MO =a

in units of bar, though the usual representation for M is fsw. The above set, a and b, hold generally
for nitrox, and, to low order, for heliox (and trimix too). Tuned modifications for heliox and trimix
are also tabulated below.

Over ranges of depths, tissue halftimes, and critical parameters of the ZHL algorithm, approxi-
mately 2,300 dive profiles were simulated using both the RGBM and Haldane ZHL algorithms. To
correlate the two as closely as possible to the predictions of the RGBM across these profiles, maxi-
mum likelihood analysis is used, that is, extracting the temporal features of three bubble parameters
mating the RGBM and ZHL algorithms extending critical parameters of the ZHL Haldane model
to more complete bubble dynamical framework and physical basis. These factors, f, are described
next, with their linkages to @ and b, and are the well known reduction factors of the RGBM.

According to the RGBM fits across the ZHL profiles (2,300), a correlation can be established
through multidiving reduction factors, f, such that for any set of nonstop gradients, G,

G=M-P

a reduced set, G, obtains from the nonstop set, GG, for multidiving through the reduction factors,
f<

Gy =fG
so that,
P
Mf:b—+af:Gf+P:fG+P
f
but, since,
P
fG:f(M—P):f[€+a—P]
we have,
ar = fa
b
bf= ———
= fa=n)+ob

The new (reduced) staging regimen is then simply,
Pmm = (p — af)bf

using reduced critical parameters, ay and b;. Certainly, as f — 1, then ay — a, and by — b,
as requisite. Now all that remains is specification of f, particularly in terms of repetitive, reverse
profile, and multiday diving, as limited by the bubble dynamical RGBM. The full factor, f, depends
on tissue halftime, 7, generally through the relationship (for nitrox),

f:(l_fo)&-kfo (f =1, 7> 180 min)

as the tissue scaling up through the 180 min nitrogen compartment, with multdiving weighting,

fo =45 frp+ .30 fap+ .25 fay
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where frp, fap, and fg, are reduction factors for repetitive, reverse profile (deeper than previous),
and multiday (time spans of 30 hrs or more) diving. These forms for multidiving f are dependent
on time between dives, tg,,, maximum ambient pressure difference between reverse profile dives,
(AP)maz, maximum ambient pressure, Pq., and multiday diving frequency, n, over 24 hr time
spans. Specifically, they are written,

(tsur — nrp)2]

frp=1— .45 exp {— 2,

10 min < nyp <90 min

(AP)maz (tsur - ndp)2
=1-45 [1- A= Jmaz _sur — ldp)
fap 5 [ exp ( P exp i,

30 min < ngp <120 min

Ffay = 70+ .30 exp (—i>
ndy

12 hrs < ngy < 18 hrs

with ., measured in min, and n the number of consecutive days of diving within 30 hr time spans.
These factors are applied after 1 min of surface interval (otherwise, previous dive continuation). The
difference, (AP)maz, can be the time averaged difference between depths on the present and previous
dives (computed on the fly). Reduction factors are consistent (folded in maximum likelihood in the
RGBM) with the following:

1. Doppler bubble scores peak in an hour or so after a dive;

2. reverse profiles with depth increments beyond 50 fsw incur increasing DCS risk, somewhere
between 5% and 8% in the depth increment range of 40 fsw - 120 fsw;

3. Doppler bubble counts drop tenfold when ascent rates drop from 60 fsw/min to 30 fsw/min;

4. multiday diving risks increase by factors of 2 -3 (though still small) over risk associated with
a single dive.

The standard set, a, b, and 7, given in Table 9 hold across nitrox exposures, and the tissue
equation remains the same. The obvious change for a nitrox mixture with nitrogen fraction, fu,,
occurs in the nitrogen ambient pressure, p,n,, at depth, d, in analogy with the air case,

paNz :fN2 P:sz (d+P0)

with P ambient pressure (fsw). All else is unchanged. The case, fn, = 0.79, obviously represents
an air mixture.

The standard set, a, b, and 7 is modified for helium mixtures, with basic change in the set of
halftimes, 7, used for the set, a and b, To lowest orderset, a and b for helium are the same as
those for nitrogen, though we will list the modifications in Table 5 below. Halftimes for helium are
approximately 2.65 times faster than those for nitrogen, by Graham’s law (molecular diffusion rates
scale inversely with square root of atomic masses). That is,

= TN2
2.65

THe

because helium is approximately 7 times lighter than nitrogen, and diffusion rates scale with square
root of the ratio of atomic masses. The tissue equation is the same as the nitrox tissue equation,
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but with helium constants, A, defined by the helium tissue halftimes. Denoting the helium fraction,
fHe, the helium ambient pressure, p,ge, is given by,

PaHe = fHe P = fHe (d+P0)

as with nitrox. Multidiving fractions are the same, but the tissue scaling is different across the

helium set,
r

— =1 > 67. ]
67.8+f0 (f , T >67.8 min)

f=0-1)
and all else is the same.

Table 5. Helium ZHL Critical Parameters (a, b)
halftime critical intercept critical slope

7 (min) a (bar) b
1.8 1.653 0.461
3.8 1.295 0.604
7.6 1.008 0.729
15.0 0.759 0.816
24.5 0.672 0.837
33.9 0.636 0.864
45.2 0.598 0.876
56.6 0.562 0.885
67.8 0.541 0.892
83.0 0.526 0.901

105.5 0.519 0.906
132.0 0.516 0.914
169.7 0.510 0.919
239.6 0.495 0.927

For trimix, both helium and nitrogen must be tracked with tissue equations, and appropriate
average of helium and nitrogen critical parameters used for staging. Thus, denoting nitrogen and
helium fractions, fn,, and fm., ambient nitrogen and helium pressures, p,n, and pyme, take the
form,

PaN: = fn, P = fn, (d+ Po)
PaHe = fHe P = fHe (d+P0)

Tissue halftimes are mapped exactly as listed in Tables 3 and 4, and used appropriately for
nitrogen and helium tissue equations. Additionally,

fo, + fny + fHe = 1

and certainly in Tables 3 and 4, one has the mapping,

TNo

T 2.65

Then, total tension, II, is the sum of nitrogen and helium components,

THe

M= (paNz +paHe) + (piNz _paNz) €Tp (_>\N2t) + (piHe _paHe) eTp (_>\Het)

with Ay, and Mg, decay constant for the nitrogen and helium halftimes in Tables 3 and 4. Critical
parameters for trimix, ay and Sy, are just weighted averages of critical parameters, an,, bn,, ame
bye, from Tables 3 and 4, that is, generalizing to the reduced set, ay and by,

oy — INsapN, + fHeO
! Ine + fHe
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g, = fnoben, + fHEbfHE
! sz +fHe

The staging regimen for trimix is,

Prin = (IT = O‘f)ﬁf

as before. The corresponding critical tension, M, generalizes to,

P
M f Bf + ay
Overall, the RGBM algorithm is conservative with safety imparted to the Haldane ZHL model
through multidiving f factors. Estimated DCS incidence rate from likelihood analysis is 0.01% at
the 95% confidence level for the overall RGBM. Table and meter implementations with consistent
coding should reflect this estimated risk. Similar estimates and comments apply to the ZHL mixed
gas synthesis.

RESULTS AND COMPARISONS

Here, we merely look at the coarse bases of both meter and diveware implementations of the
RGBM algorithm, one with extended range of applicability based on simple dual phase principles.
Haldane approaches have dominated decompression algorithms for a very long time, and the RGBM
has been long in coming on the commercial scene. With recent technical diving interest in deep
stop modeling, and concerns with repetitive diving in the recreational community, phase modeling
is timely and pertinent.

Nonstop Comparisons

So, a next question is how does the RGBM compare with classical Haldane models as far as
staging ascents, limiting multiexposures, and treating mixed gases? Generally, for short nonstop air
diving, the RGBM reproduces the Spencer limits. For multidiving in spans shorter than 1-3 hr,
the RGBM reduces nonstop limits by 10% to 20% depending on surface interval, depth, altitude,
and duration of present and previous dive, Multiday diving is impacted to lesser degree. Some
comparisons appear in Table 6 for 3 days of repetitive air diving (120 fsw/10 min twice a day with
45 min surface interval). Computer choices are illustrative, not indictive.

Table 6. Nonstop Limits For RGBM And Haldane Air Multidiving

Computer/Algorithm Dive 1 Dive2 Dive3 Dive4 Dived Dive6
VYTEC, EXPLORER/RGBM 10 6 9 5 9 5
COBRA /Spencer 10 9 10 9 10 9
DATA PLUS/USN 12 6 12 6 12 6
DELPHI/USN 10 10 10 10 10 10
ABYSS/RGBM 6 6 6 6 6 6
DC12/ZHL 9 7 9 7 9 7
ALADIN/ZHL 8 8 8 8 8 8
ALADIN PRO/ZHL 10 7 10 7 10 7
SOURCE/USN 12 9 12 9 12 9

The RGBM (first dive) nonstop limits (depth/time) are roughly 150/6, 140/7, 130/9, 120/10,
110/13, 100/17, 90/22, 80/28, 70/36, 60/51, 50/69, and 40/120. In the mixed gas arena, Table 7
lists nonstop time limits for ranged trimix, that is, 13% to 17% helium, 61% to 53% nitrogen, and
26% to 30% oxygen, according to RGBM and ZHL (Buhlmann).
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Table 7. Trimix Nonstop Limits For RGBM And ZHL (Haldane).

depth RGBM ZHL
(fsw) (min) (min)

80 28 26
90 23 22
100 19 18
110 16 15
120 14 13
130 12 11
140 11 10
150 10 9

These limits are used by NAUI Technical Diving for training purposes. While both sets of nonstop
time limits are different in Tables 3 and 4, the more dramatic effects of the RGBM show up for deep
staging, as seen in Table 8.

Deep Comparisons

Comparative deep schedules for a trimix dive to 250 fsw for 30 min are contrasted, following a
switch to air at 100 fsw and a switch to pure oxygen at 20 fsw on the way up. RGBM and ZHL are
again employed, but with and without conservative safety knobs. In the case of ZHL, the outgassing
tissue halftimes are increased by 1.5 in the conservative case, while for RGBM the bubble excitation
radius is increased by 1.2 for comparison. Deeper stops are noticeably requisite in RGBM, but total
decompression times are less than ZHL. The trimix is 33% helium, 51% nitrogen, and 16% oxygen.

Table 8. Deep Schedules According To RGBM And ZHL (Haldane)

depth ZHL RGBM ZHL RGBM
stop (standard) (standard) (safer) (safer)

1 180 0 0 0 1
2 170 0 1 0 1
3 160 0 1 0 1
4 150 0 1 0 1
) 140 0 1 0 2
6 130 0 2 0 2
7 120 0 2 0 2
8 110 0 2 1 2
9 100 0 2 2 2
10 90 2 2 3 3
11 80 2 2 4 3
12 70 2 3 ) 4
13 60 ) 5 8 6
14 20 7 6 12 7
15 40 12 9 18 19
16 30 18 12 28 13
17 20 16 10 28 11
18 10 28 16 48 18

93 7 147 98
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Helium Comparisons

On most counts, helium appears superior to nitrogen as a diving gas. Helium bubbles are smaller,
helium diffuses in and out of tissue and blood faster, helium is less narcotic, divers feel better when
they leave the water after diving on helium, and helium minimum bends depths are greater than
nitrogen minimum bends depths.

The first, in Table 9, is a comparison of enriched air and enriched heliair decompression diving,
with a switch to 80% oxygen at 20 fsw. Dive is 100 fsw for 90 min, on EAN35 and EAH35/18
(nitrox 35/65 and trimix 35/18/47), so oxygen enrichment is the same. The decompression profile
is listed Table 9. Descent and ascent rates are 75 fsw/min and 25 fsw/min.

Table 9. Enriched Air And Heliair Deco Profile Comparison

enriched heliair enriched air
EAH35/18 EAN35
depth (fsw) stop time (min) stop time (min)

100 90 90
30 2 4
20 5 7
10 12 11

119 122

Overall the enriched heliair decompression schedule for the dive is shorter than for the enriched air.
As the helium content goes up, the decompression advantage for enriched heliair increases.

This may surprise you. But either way, now check out corresponding USN or ZHL decompression
requirements for these dives. In the enriched heliair case, ZHL decompression time is 39 min versus
19 min above, and in the enriched air case, ZHL decompression time is 33 min versus 22 min above.
This not only underscores helium versus nitrogen misfact in staging, but also points out significant
differences in modern algorithms versus Haldane.

Lastly consider a deep trimix dive with multiple switches on the way up. Table 10 contrasts
stop times for two gas choices at the 100 fsw switch. The dive is a short 10 min at 400 fsw on
10/65/25 trimix, with switches at 235 fsw, 100 fsw, and 30 fsw. Descent and ascent rates are 75
fsw/min and 25 fsw/min. Obviously, there are many other choices for switch depths, mixtures,
and strategies. Below, the oxygen fractions were the same in all mixes, at all switches. Differences
between nitrogen or helium, even for this short exposure, are nominal. Such usually is the case when
oxygen fraction is held constant in helium or nitrogen mixes at the switch.
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Table 10. Comparative Helium And Nitrogen Gas Switches
depth (fsw) stop time (min) stop time (min)
10/65/25 trimix  10/65/25 trimix

400 10.0 10.0
260 1.5 1.5
250 1.0 1.0
240 1.0 1.0
18/50/32 trimix  18/50/32 trimix
230 0.5 0.5
220 0.5 0.5
210 0.5 0.5
200 0.5 0.5
190 1.0 1.0
180 1.5 1.5
170 1.5 1.0
160 1.5 1.5
150 1.5 2.0
140 2.0 1.5
130 2.0 2.5
120 4.0 4.0
110 4.5 4.0
40/20/40 trimix EAN40
100 2.5 2.0
90 2.5 2.0
80 2.5 2.0
70 5.0 4.0
60 6.5 5.5
50 8.0 6.5
40 9.5 7.5
EANRSO EANS80
30 10.5 10.5
20 14.0 14.0
10 21.0 20.5
123.0 116.0

Gradient Factor Comparisons

It is also of interest to compare RGBM profiles against other strategies, particularly modern ones.
An interesting comparison is seen in Tables 11, 13, and 14, contrasting decompression protocols for
the RGBM with those of the Global Underwater Explorers (GUE) DPlan, a decompression planner
offering ZHL gradient factor (GF) modifications, Haldane deep stops, and hybrids. The extent of
validation of the DPlan models is unknown here. The gradient factor method, or juxtaposing of
arbitrary multiplicative factors to Haldane gradients, G = M — P, has also been used by DPlan to
induce deep stops on Haldane staging. Simple amplification of G in the deep zones will accomplish
this.

The first (Table 11) is a 15/55 trimix (15% oxygen, 55% helium, rest nitrogen) dive to 250 fsw
for 30 min. Descent rate is 99 fsw/min, and ascent rate is 33 fsw/min. A switch is made to EAN50
(50% nitrogen, 50% oxygen) at 70 fsw, and a final switch to pure oxygen is made at 20 fsw.
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Table 11. Deep Trimix RGBM And DPlan Comparison
depth RGBM time DPlan time

(fsw) (min) (min)
250 30.0 30.0
170 0.5
160 1.0
150 1.0 1.0
140 2.0 2.0
130 2.5 2.0
120 2.5 2.0
110 2.5 3.0
100 4.0 3.0
90 5.5 6.0
80 6.0 6.0
70 2.5 4.0
60 3.0 5.0
50 6.0 7.0
40 6.5 8.0
30 9.0 15.0
20 12.0 19.0
10 17.0 35.0

Down to the first switch onto EAN50, both models track roughly the same. After that, the
DPlan calculation requires increasingly more decompression time as the stop depth decreases. This
generally occurs when deep stops are juxtaposed onto Haldane staging. Time at depth incurs more
decompression time in the shallow zone. This does not occur in the RGBM.

Straightforward application of ad hoc gradient factors to the DPlan profiles in the deep zone can
induce the deep stops shown. In the shallow zone, DPlan decompression times are more in step with
conventional Haldane staging, that is, no gradient factor application and reduction of decompression
times. Of course, in the shallow zone, gradient factors would need to be larger than one to reduce
decompression times artificially over Haldane computed values. Gradient factors are neither model
nor internally consistent and can be tweaked to fit any arbitrary profile after the fact.

The gradient factor, v, is applied to the (Haldane) fixed gradient, G, with resulting critical
tension, M, as before.

M=~G+P

for P ambient pressure. As v gets large, or is increased beyond 1, the required stop depth drops
below the depth required for classical Haldane staging. Hence, a deep stop is imposed on the profile.
Roughly in applications,

0.40 <y <1.40

Though utilitarian to some, this begs the question of consistency and reproducibility across a spec-
trum of diving activities.

A second deeper 10/70 trimix dive (10% oxygen, 70% helium, rest nitrogen) for 20 min, with an
air switch at 220 fsw, and the same nitrox and oxygen switches at 70 fsw and 20 fsw, is tabulated
in Table 12.
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Table 12. Deeper Trimix RGBM And DPlan Comparison
depth RGBM time DPlan time

(fsw) (min) (min)
300 20.0 20.0
190 0.5 1.0
180 0.5 1.0
170 0.5 1.0
160 0.5 1.0
150 1.0 1.0
140 1.0 1.0
130 1.5 1.0
120 1.5 1.0
110 1.5 1.0
100 2.0 1.0
90 2.0 1.0
80 2.5 3.0
70 2.5 3.0
60 3.0 4.0
50 4.0 5.0
40 6.0 8.0
30 9.0 11.0
20 8.0 14.0
10 12.5 27.0

Here differences on air show more clearly, with the RGBM requiring more time at deep stops.
In the shallow zone, RGBM times are shorter than DPlan, as before, with nitrogen washout in
controlling tissue compartments dominating. Nitrogen bubbles are larger and more numerous for
this dive according to the RGBM, and deeper stops for longer periods of time are thus requisite to
control growth. A better strategy here might be to ride a helium mixture up to the 70 fsw zone,
rather than switching to air at 220 fsw.

The final is an EAN28 (72% nitrogen, 28% oxygen) dive to 130 fsw for 90 min, with a switch to
pure oxygen at 20 fsw. Ascent and descent rates are the same. Results are tabulated in Table 13.

Table 13. Deep Nitrox RGBM And DPlan Comparison
depth RGBM time DPlan time

(fsw) (min) (min)
130 90.0 90.0
70 0.5 1.0
60 5.5 5.0
50 7.0 8.0
40 13.0 14.0
30 17.5 22.0
20 10.5 15.0
10 20.0 25.0

Basic differences in the shallower zone again show here. The RGBM suggests less time on pure
oxygen. These differences might be summarized as follows:

1. compared to others, the RGBM assigns realistic structures to the bubbles, tranfers gas across
bubble surfaces, and accounts for Boyle expansion on ascent. The VPM bubble structures are
patterned after colloidal gels in the Laboratory;
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2. RGBM bubble seeds are 10 - 30 times smaller than other model seeds, and respond differently
under pressure, and experience different dynamics;

3. compared to Haldane deep stop halving (first stop distance) and gradient factors, the RGBM
is a model calculation from start to finish of the dive, and does not add additional time in
the shallow zone because of greater dissolved gas buildup at the deep stops (incurring greater
decompression debt in the shallow zone).

Reverse Profiles Comparisons

Employing the RGBM and ZHL, we contrast model predictions for reverse profiles (RPs), extract
underlying features and tendencies, and draw comparisons. Bubble and Haldane models overlap for
short and shallow exposures. The observation has obviously been tendered that not much gas
separates on short and shallow exposures, and then, bubble models should collapse to dissolved gas
models in the limit. And 40 fsw for the reverse profile decrement, and 130 fsw depth have been
suggested as limit points.

When exposures are deeper and RP increments are greater than 40 fsw, model differentiations
between dissolved gas and dual phase models appear in the staging regimens, as seen in Table 14,
contrasting the ZHL and RGBM only for 160/40 and 40/160 RPs. Clearly phase models (RGBM)
require deeper staging but shorter times, as seen in Table 14 for the surface intervals staggered as
shown. The bottom times are 7 min and 100 min at 160 fsw and 40 fsw respectively in Table 14.

The Counterterror And Countermeasures Dive Team (CCDT) is involved in operations related
to nuclear, chemical, and biological threats. Exercises and tests have yielded scattered data about
RPs across a spectrum of breathing gas mixtures (nitrox, heliox, trimix). Recent activities have
settled on trimix as the bottom and ascent gas, with pure oxygen breathed at 20 fsw. Mixtures
range 13-40% helium, 44-64% nitrogen, and 16-30% oxygen. RP increments, Ad, vary from 40 - 120
fsw, and surface intervals are nominally greater than 60 min. The RGBM is the staging algorithm.
Table 15 tabulates results of CCDT field activities, with nominal surface intervals of an hour or
more. Maximum bottom depth is 250 fsw, and exposures are near trimix NDLs. Dives are grouped
in RP categories of 40 fsw.

Table 14. Comparative ZHL And RGBM Deep RPs

Algorithm Dive 1 Deco 1 Surface Interval Dive 2 Deco 2
ZHL 160/7  10/3 30 40/100 none
RGBM 10/1 10/4
ZHL ~ 40/100 none 160/7 10/11
RGBM none 30/1,20/1,10/2
ZHL 160/7  10/3 60 40/100 none
RGBM 10/1 10/3
ZHL 40/100  none 160/7 10/3
RGBM none 20/1,10/2
ZHL 160/7  10/3 120 40/100 none
RGBM 10/1 10/2
ZHL 40/100  none 160/7 10/3
RGBM none 20/1,10/1
ZHL 160/7  10/3 240 40/100 none
RGBM 10/1 10/1
ZHL  40/100 none 160/7 10/3
RGBM none 20/1,10/1

The incidence rate, p, in Table 15 is 6.7%, with highest count in the 40 - 120 fsw increment
range. There are many variables here, such as staging depth, gas mixture, exposure time, and surface
interval not tabulated separately.
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Table 15. CCDT RP Risk Table
Dives RP Increment (fsw) Probable Hits

36 0-40 0
18 40 -80 2
6 80 - 120 2

Practices for the deeper increments may border the yo-yo category, though no prior history of
repetitive diving existed. Exercises continue, and data will grow. Trends are apparent in the above
Table 15, but further analysis is required.

Extreme Diving Comparisons

Very deep (500 fsw), and very long and deep diving are extreme. In these scenarios, differences
between phase models like the RGBM and classical dissolved gas models are pronounced. The 500
fsw dive by Ellyat on RGBM Tables has been reported in trade and technical diving magazines.
More running summary follows in the next sections. But the 300 fsw jaunts for 4 -5 hrs by the
Woodville Karst Plain Project (WKPP) divers are something of wonder. RGBM and actual staging
are right on. ZHL staging requires many more hours than necessary (actually dived), underscoring
a multiplicity of gas switches to helium until the 70 fsw zone switch to EANS50.

EOS Comparisons

The RGBM accomodates lipid and aqueous skin structures for bubbles and seeds, through EOS
material strength and gas transfer permeability. This has an impact on diver staging, as seen in
Table 16 for limiting behavior of the EOS (lipid or aqueous). The comparison sample dive is a
rebreather dive on heliox to 240 fsw for 30 min, with constant oxygen partial pressure, ppO2 = 1.3
atm.

Table 16. RGBM Heliox Dive EOS Comparison
depth RGBM aqueous stop time RGBM lipid stop time

(fsw) (min) (min)
240 30.0
150 1.0 1.0
140 2.0 2.0
130 2.0 2.0
120 3.0 3.5
110 3.0 3.0
100 3.0 3.5
90 3.0 3.5
80 3.5 4.0
70 6.5 7.0
60 6.5 7.0
50 6.5 7.5
40 10.0 11.0
30 10.5 12.5
20 14.0 16.0
10 19.0 23.5

Effects of lipid or aqueous bubble skins start to show in the middle range in decompression stop
times, increasing as depth decreases. Lipid structures are firmer than aqueous structures, and also
less permeable to gas transfer. However, under Boyle expansion on ascent, lipid bubbles do not
expand as much as aqueous ones.
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RISK ANALYSIS AND VALIDATION

Biological processes are variable in outcome. Correlations with outcome statistics are requisite
to validate models against data. Often, this correlation is difficult to firmly establish (couple of
percent) with fewer than 1,000 trial observations, while ten percent correlations can be obtained
with 30 trials, assuming binomial distributed probabilities. For decompression analysis, this works
as a disadvantage, because often the trial space of dives is small. Not discounting the possibly
small trial space, a probabilistic approach to the occurrence of decompression sickness is useful and
necessary. One approach, developed by Weathersby, and others for DCS analysis, called maximum
likelihood, applies theory or models to diving data and adjusts the parameters until theoretical
prediction and experimental data are in as close agreement as possible.

Risk Estimators
To perform risk analysis, a risk estimator need be employed. For diving, dissolved gas and phase
estimators are useful. Two are used here. First is the dissolved gas supersaturation ratio, historically
coupled to Haldane models, ¢,
6= xP= APa
Pa

and second, 1, is the separated phase, invoked by phase models,

T
“’—7{1‘2](;

For simplicity, the asymptotic exposure limit is used in the likelihood integrals for both risk functions,

1 - r(k,X) = exp [— /Ooo (, /\,t)dt}

1= ) = eap |- [ w6ty

with hit — no hit, likelihood function, €2, of form,

K
0= HQk
k=1

Qk = ’I"ik(l — ’I"k)l_ék

where, 6 = 0 if DCS does not occur in profile, k, or, 6 = 1 if DCS does occur in profile, k.
To estimate &, A, 7, and £ in maximum likelihood, a modified Levenberg-Marquardt algorithm is
employed (SN LSE, Common Los Alamos Applied Mathematical Software Library), just a nonlinear
least squares data fit (NLLS) to an arbitrary function (minimization of variance over K data points
here), with L1 error norm. Additionally, using a random number generator for profiles across 1,000
parallel SMP (Origin 2000) processors at LANL, we construct 1,000 subsets, with K = 2,000 and
r = 0.006, for separate likelihood regression analysis, averaging «, A, v, and £ by weighting the
inverse variance.

RGBM Profile Risks

For recreational diving, both estimators are roughly equivalent, because little dissolved gas has
separated into free phases (bubbles). Analysis shows this true for all cases examined, in that esti-
mated risks for both overlap at the 95% confidence level. The only case where dissolved gas and
phase estimators differ (slightly here) is within repetitive diving profiles. The dissolved gas estimator
cues on gas buildup in the slow tissue compartments (staircasing for repets within an hour or two),
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while the phase estimator cues on bubble gas diffusion in the fast compartments (dropping rapidly
over hour time spans). This holding true within all recreational diving distributions, we proceed to
the risk analysis.

Nonstop limits (NDLs), denoted t,, from the US Navy, PADI, NAUI Tables, and Oceanic de-
cometer provide a set for comparison of relative DCS risk. Listed below in Table 17 are the NDLs
and corresponding risks (in parentheses) for the profile, assuming ascent and descent rates of 60
fsw/min (no safety stops). Haldane and RGBM estimates vary little for these cases, and only the
phase estimates are included.
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Table 17. Risk Estimates For Various NDLs.

USN PADI NAUI Oceanic

d (fsw) t, (min) t, (min) t, (min) t, (min)
35 310 (4.3%) 205 (2.0%) 181 (1.3%)
40 200 (3.1%) 140 (1.5%) 130 (1.4%) 137 (1.5%)
50 100 (2.1%) 80 (1.1%) 80 (1.1%) 80 (1.1%)
60 60 (1.7%) 55 (1.4%) 55 (1.4%) 57 (1.5%)
70 50 (2.0%) 40 (1.2%) 45 (1.3%) 40 (1.2%)
80 40 (2.1%) 30 (1.3%) 35 (1.5%) 30 (1.3%)
90 30 (2.1%) 25 (1.5%) 25 (1.5%) 24 (1.4%)
100 25 (2.1%) 20 (1.3%) 22 (1.4%) 19 (1.2%)
110 20 (2.2%) 3 (1.1%) 5(1.2%) 16 (1.3%)
120 5 (2.0%) 3 (1.3%) 2(1.2%) 13 (1.3%)
130 0 (1.7%) 0 (1.7%) 8 (1.3%) 10 (1.7%)

Risks are internally consistent across NDLs at each depth, and agree with US Navy assessments.
Greatest underlying and binomial risks occur in the USN shallow exposures. The PADI, NAUI, and
Oceanic risks are all less than 2% for this set, thus binomial risks for single DCS incidence are less
than 0.02%. PADI and NAUI have reported that field risks (p) across all exposures are less than
0.001%, so considering their enviable track record of diving safety, our estimates are liberal. Oceanic
risk estimates track as the PADI and NAUTI risks, again, very safely.

Next, the analysis is extended to profiles with varying ascent and descent rates, safety stops, and
repetitive sequence. Table 18 lists nominal profiles (recreational) for various depths, exposure and
travel times, and safety stops at 5 msw. Mean DCS estimates, r, are tabulated for both dissolved
gas supersaturation ratio (ZHL) and bubble number excess (RGBM) risk functions, with, employing
maximum variance, r+ = r £ 0.004.

Table 18. Dissolved And Separated Phase Risk Estimates For Nominal Profiles.

profile descent rate  ascent rate safety stop risk risk
(depth/time) (msw/min) (msw/min) (depth/time) rreeM rzHL
14 msw/38 min 18 9 5 msw/3 min  .0034  .0062
19 msw/38 min 18 9 5 msw/3 min  .0095  .0110
28 msw/32 min 18 9 .0200  .0213
37 msw/17 min 18 9 5 msw/3 min 0165  .0151
18 msw/31 min 18 9 5 msw/3 min  .0063  .0072
18 9 .0088  .0084
18 18 .0101 0135
18 18 5 msw/3 min  .0069  .0084
17 msw/32 min 18 9 5 msw/3 min
SI 176 min
13 msw/37 min 18 9 5 msw/3 min
SI 174 min
23 msw/17 min 18 18 5 msw/3 min  .0127  .0232

The ZHL (Buhlmann) NDLs and staging regimens are widespread across decompression meters
presently, and are good representation for Haldane risk analysis. The RGBM is newer and more
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modern (and more physically correct), and is coming online in decometers and associated software.
For recreational exposures, the RGBM collapses to a Haldane dissolved gas algorithm. This is
reflected in the risk estimates above, where estimates for both models differ little.

Simple comments hold for the analyzed profile risks. The maximum relative risk is 0.0232 for
the 3 dive repetitive sequence according to the Haldane dissolved risk estimator. This translates
to 0.2% binomial risk, which is comparable to the maximum NDL risk for the PADI, NAUI, and
Oceanic NDLs. Again, this type of dive profile is common, practiced daily on liveaboards, and
benign. According to Gilliam, the absolute incidence rate for this type of diving is less than 0.02%.
Again, our analyses overestimate risk.

Effects of slower ascent rates and safety stops are noticeable at the 0.25% to 0.5% level in relative
surfacing risk. Safety stops at 5 m for 3 min lower relative risk an average of 0.3%, while reducing
the ascent rate from 18 msw/min to 9 msw/min reduces relative risk an average of 0.35%.

Staging, NDLs, and contraints imposed by decometer algorithms are consistent with acceptable
and safe recreational diving protocols. Estimated absolute risk associated across all ZHL NDLs and
staging regimens analyzed herein is less than 0.232%, probably much less in actual practice. That
is, we use p = 0.006, and much evidence suggests p < 0.0001, some ten times safer.

RGBM Profile Data Bank
Divers using RGBM are reporting their profiles to a Data Bank, located at NAUI Technical
Diving Operations (also LANL). The information requested is simple:

1. bottom mix, depth, and time (square wave equivalent);
2. ascent and descent rates;

stage and decompression mixes, depths, and times;

-

surface intervals;
5. time to fly;
6. diver age, weight, and sex;

7. outcome (health problems).

This information aids in further validation and extension of model application space. Approxi-
mately 1,700 profiles now reside in the RGBM Data Bank. These profiles come from the technical
diving community at large, essentially mixed gas, extended range, decompression, and extreme div-
ing. Profiles from the recreational community are not included, unless they are involve extreme
exposures on air or nitrox (many repetitve dives, deeper than 150 fsw, altitude exposures, etc). The
RGBM, seen in Tables 14 and 15, is validated by risk analysis for nominal recreational diving.

RGBM Field Testing

Models need field validation and testing. Often, strict chamber tests are not possible, economically
nor otherwise, and models employ a number of benchmarks and regimens to underscore viability.
The following are some supporting the RGBM phase model and (released) nitrox, heliox, and trimix
diving tables, meters, and software. These profiles are recorded in the RGBM Data Bank, and
represent a random sampling and dive count over the full base.

1. counterterror and countermeasures (LANL) exercises have used the RGBM (full up iterative
deep stop version) for a number of years, logging some 327 dives on mixed gases (trimix, heliox,
nitrox) without incidence of DCS — 35% were deco dives, and 25% were repets (no deco) with
at least 2 hr SIs, and in the forward direction (deepest dives first);
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10.

11.

12.

13.

. NAUI Technical Diving has been diving the deep stop version for the past 3 yrs, some estimated

600 dives, on mixed gases down to 250 fsw, without a single DCS hit. Some 15 divers, late
1999, in France used the RGBM to make 2 mixed gas dives a day, without mishap, in cold
water and rough seas. Same thing in the warm waters of Roatan in 2000 and 2001;

. NAUI Worldwide released a set of no-group, no-calc, no-fuss RGBM Tables for air, EAN32,

and EAN36 recreatational diving, from sea level to 10,000 ft, a few years ago. Minimum SIs of
1 hour are supported for repetitive diving in all Tables, and safety stops for 3 minutes in the
15 fsw zone are required always. Tables were tested by NAUI Insructor Trainers, Instructors,
and Divemasters over a 2 year period without mishap;

. modified RGBM recreational algorithms (Haldane imbedded with bubble reduction factors

limiting reverse profile, repetitive, and multiday diving), as coded into Suunto, Mares, Dacor,
ABYSS, HydroSpace, Plexus decometers, lower an already low DCS incidence rate of approxi-
mately 1/10,000 or less. More RGBM decompression meters, including mixed gases, are in the
works (not named at this time);

. a cadre of divers and Instructors in mountainous New Mexico, Utah, and Colorado have been

diving the modified (Haldane imbedded again) RGBM at altitude, an estimated 350 dives,
without peril. Again, not surprising since the altitude RGBM is slightly more conservative than
the usual Cross correction used routinely up to about 8,000 ft elevation, and with estimated
DCS incidence less than 1/10,000;

. within decometer implementations of the RGBM, not a single DCS hit has been reported in

nonstop and multidiving categories, beyond 300,000 dives or more, up to now;

extreme chamber tests for mixed gas RGBM are in the works, and less stressful exposures will
be addressed shortly — extreme here means 300 fsw and beyond;

. probabilistic decompression analysis of some selected RGBM profiles, calibrated against similar

calculations of the same profiles by Duke, help validate the RGBM on computational bases,
suggesting the RGBM has no more theoretical risk than other bubble or dissolved gas models
(Weathersby, Vann, Gerth methodology at USN and Duke);

. all divers and Instructors using RGBM decometers, tables, or NET software have been advised

to report individual profiles to DAN Project Dive Exploration (Vann, Gerth, Denoble and
others at Duke).

ABYSS is a NET sotware package that offers the modified RGBM (folded over the Buhlmann
ZHL) and, especially, the full up, deep stop version for any gas mixture, has a fairly large
contingent of tech divers already using the RGBM and has not received any reports of DCS;

outside of proprietary (commercial) and RGBM Tables, mixed gas tables are a smorgasboard
of no longer applicable Haldane dynamics and discretionary stop insertions, as witnessed by
the collective comments of a very vocal and extremely competent, experienced technical diving
community;

extreme WKPP profiles in the 300 fsw range on trimix were used to calibrate the full RGBM.
WKPP profiles are the most impressive application of RGBM staging, with as much as 12 hours
less decompression time for WKPP helium based diving on RGBM schedules versus Haldane
schedules;

Ellyat, a TDI Instructor, dived the Baden in the North Sea to 520 fsw on RGBM tables on
two different occasions, and is planning a 620 fsw dive to an Andros Blue Hole with RGBM
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scheduling. In the North Sea dives, 3 hours were shaved off conventional hang time by RGBM
application;

14. NAUI Worldwide released sets of deep stop RGBM nitrox, heliox, and trimix technical and
recreational Tables that have been tested by NAUI Technical Diving Operations over the past
3 years, with success and no reported cases of DCS, for open circuit regulators and rebreathers,

15. Doppler and imaging tests in the laboratory, and analyses by Bennett, Marroni, Brubakk and
Wienke, and Neuman all suggest reduction in free phase counts with RGBM staging;

16. Gozum, a DAN diving doctor, performed 37 repetitive air dives over 7 days, out to the NDLs,
using the Suunto/VYTEC RGBM implementation, and reported feeling better than on pure
Haldane schedules;

17. Freauf, a Navy SEAL in Hawaii, logged 20 trimix decompression dives beyond 250 fsw on
consecutive days using RGBM Tables (pure oxygen switch at 20 fsw);

18. Scorese, a NAUI Instructor, and his students made 34 dives on the Andrea Doria with re-
breathers and RGBM (constant ppO2) Tables on nitrogen and trimix diluents. Aborted dives
employed RGBM (open circuit) Tables as bailouts, and witnessed no mishaps.

Because DCS is binomially distributed in incidence probability, many trials are often needed (or
other close profiles) to fully validate any model at the 1% level. Additionally, full validation requires
DCS incidences, the higher the number, the better, contrary to desired dive outcomes.

SUMMARY

The RGBM departs from other models in a number of ways, abandoning laboratory media pa-
rameterizations. Colloidal suspensions, such as gel, are far different than aqueous and lipid materials
coating bubbles and seeds in the body. Additionally, typical gel-type micronuclei, with persistence
time scales of tens of hours to days, have never been found in the body in any circumstance. Present
wisdom suggests that seeds are produced by tribonucleation (tissue friction). The full blown RGBM
treats coupled perfusion-diffusion transport as a two step flow process, with blood flow (perfusion)
serving as a boundary condition for tissue gas penetration by diffusion. Depending on time scales
and rate coefficients, one or another (or both) processes dominate the exchange. However, for most
meter implementations, perfusion is assumed to dominate, simplifying matters and permitting online
calculations. Additionally, tissues and blood are naturally undersaturated with respect to ambient
pressure at equilibration through the mechanism of biological inherent unsaturation (oxygen win-
dow), and the model includes this debt in calculations.

The RGBM assumes that a size distribution of seeds (potential bubbles) is always present, and
that a certain number is excited into growth by compression-decompression. An iterative process
for ascent staging is employed to control the inflation rate of these growing bubbles so that their
collective volume never exceeds a phase volume limit point. Gas mixtures of helium, nitrogen, and
oxygen contain bubble distributions of different sizes, but possess the same phase volume limit point.

The RGBM postulates bubble seeds with lipid or aqueous skin structure. Bubble skins are as-
sumed permeable under all crushing pressure. The size of seeds excited into growth is inversely
proportional to the supersaturation gradient. At increasing pressure, bubble seeds permit gas diffu-
sion at a slower rate. The model assumes bubble skins are stabilized by surfactants over calculable
time scales, producing seeds that are variably persistent in the body. Bubble skins are probably
molecularly activated, complex, biosubstances found throughout the body. Whatever the formation
process, the model assumes the size distribution is exponentially decreasing in size, that is, more
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smaller seeds than larger seeds in exponential proportions. The RGBM also employs an equation-of-
state for the skin surfactants, linked to lipid and aqueous biophysical structures. Gas diffusion across
the bubble film interface, and Boyle expansion and contraction under ambient pressure change are
also tracked in the RGBM.

In tracking seed excitation and number, gas transport into and out of bubbles, and Boyle-like
expansion and contraction under pressure changes, the RGBM incorporates a spectrum of tissue
compartments, ranging from 1 min to 480 min, depending on gas mixture (helium, nitrogen, oxy-
gen). Phase separation and bubble growth in all compartments is a central focus in calculations,
over appropriate time scales, and the model uses nonstop time limits tuned to recent Doppler mea-
surements, conservatively reducing them along the lines originally sugested by Spencer (and others),
but within the phase volume constraint.

The Haldane folded RGBM reduces the phase volume limit in multidiving by considering free
phase elimination and buildup during surface intervals, depending on altitude, time, and depth of
previous profiles, Repetitive, multiday, and reverse profile exposures are tracked and impacted by
critical phase volume reductions over appropriate time scales. The model generates bubble seed dis-
tributions on time scales of minutes to hours, adding new bubbles to existing bubbles in calculations.
Phase volume limit points are also reduced by the added effects of new bubbles. In the Haldane
folded algorithm, deep stops can be injected into staging procedures with a simple time-depth scaling
law correlated with calculations from the full iterative RGBM model.

The modified (folded) RGBM extends the classical Haldane model to repetitive diving, by conser-
vatively reducing the gradients, G. A conservative set of bounce gradients, GG, can always be used for
multiday and repetitive diving, provided they are multiplicatively reduced by a set of bubble factors,
all less than one. Three bubble factors reduce the driving gradients to maintain the phases volume
constraint. The first bubble factor reduces G to account for creation of new stabilized micronuclei
over time scales of days. The second factor accounts for additional micronuclei excitation on reverse
profile dives. The third bubble factor accounts for bubble growth over repetitive exposures on time
scales of hours.

The RGBM (both versions) is a diveware implementation, accessible on the Internet at various
sites. Additionally, the RGBM has been encoded into a number of commercial decompression meter
products. Specific comparisons between RGBM and Haldane predictions for staging are summarized,
with resultants generic for phase versus dissolved gas models. NAUT uses RGBM Tables for trimix,
helitrox, nitrox, and altitude dive training.

The RGBM has witnessed testing and validation across technical and recreational diving sectors
the past 5 yrs or so, and its record is exemplarary. Deep stops with shorter overall decompression
times, and the use of helium for extended exposures are revolutions of sorts in the technical diving
community. And the RGBM promotes both naturally and on first principles, because of coupled free
and dissolved gas phase treatments.

An RGBM Data Bank has been established for mixed gas and decompression diving, plus extreme
recreational air and nitrox, plus altitude exposures. Profiles stored in the Bank are used to extend
the RGBM validation envelope, certify risk analysis, and offer technical divers information on actual
exposure profiles.
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